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Topics:

Response Time Components

Performance Reports

Queues, Processes, and Monitoring



Response Time Components



Response Time – Show SQL window

Notes:
• DB time is probably the most 

relevant for performance, but if 
that time is slow, the other times 
can point to other bottlenecks.

• Another problem area could be 
Network speed, which would be 
shown in Response Delivery and 
Response Size

• The other main problem could be 
browser render time, which would 
be indicated by the Browser
portion.  Sometimes an old or 
troubled computer might just 
have trouble processing the large 
amounts of data on a page.



Response Time – Usage Log

Notes:
• All page transactions are logged 

in the Usage Log.
• Timing info for each major piece 

of building the page.
• Exactly how the user has the page 

configured and which page is 
being called.

• Exact SQL that was run for the 
page.

• SQL Execution Plan (Enabled by 
hidden field 
USERS.COLLECT_PERFORMANCE
_DATA)

• IP Addresses
• Browser information

• You can Export the grid to do 
analysis, or make a report using 
the USAGE_LOG table.



Response Time – Usage Log

Page Runtime portions:

• DB Runtime – The time for the DB to execute the query and return records.

• Response Delivery Time – Network time to transfer the data package

• App Server Runtime – DB Runtime + Response Delivery + the time for the webserver to 
convert the SQL data into the XML needed to send to the Browser

• Browser Runtime – Time from when the Browser on the users computer gets the data until it 
has been rendered on the screen.

• User Runtime – The total round-trip experience that the user sees between when the button 
is clicked until their browser has completed rendering the requested page.



Response Time – Usage Log - Filters

Notes:
• You can see the exact View 

Options configuration that was 
used.

• Same for Filters and the SQL used 
to generate the page.



Performance Reports



System Performance Report

Notes:
• Rollup Summary of all Usage Data
• Red amber green based on Last week
• Performance and Page Hits



System Performance Report

Notes:
• Compares last 4 weeks
• Turn on or off weeks as needed for your 

analysis

Page Summary - Week



System Performance Report

Notes:
• Day by day summary of Usage and 

Performance

Page Summary - Day



System Performance Report

Notes:
• Stats broken up into Page and Trackor 

Type
• Only user page hits with Trackor type 

associated are used here
• RAG colors based on Thresholds set at 

top of the page

Pages By Hits



System Performance Report

Notes:
• Average runtime of top 50 reports
• Red bar portions denote failures

• If the Reports Ran curve doesn’t match 
Unique users curve, it could show report 
automations or other abnormal usage. 

Report Summary



System Performance Report

Notes:
• All users who ran reports in 28 day 

period and how many of which reports 
they ran

• Can be filtered

Reports By User



System Performance Report

Notes:
• Shows how page hits match up to 

number of users
• Can show increased adoption, or needs 

for planning of future hardware

User Summary



User Experience Report

Notes:
• Pick a user and see their stats for time 

period
• Grade users on their experience
• Help determine problem users’ problem 

areas



Processes and Queues



Processes Page

Notes:
• Reports, Grid Exports, Imports, Rules, and 

Integrations
• Imports can be scheduled to start later, 

but have no queuing mechanism
• Server Time shown and queue status of 

Reports and Grid Exports
• Integrations are their own scheduled 

process and have no queuing
• Rules represented here are timed Rule 

(such as Hourly, Nightly, Weekly, etc.) 
There is no queuing mechanism there, 
but they are handled Single threaded 
from that Oracle Job.



System Queues

Notes:
• These queues are processed by the services.jar processor on 

one or more App Servers
• Some of these queues can be broken out into more than one 

service processor.
• If memory or processing constraints happen on an App Server, 

these can also be distributed across more than one App Server.
• Each queues has a maximum numbers of simultaneous threads 

running.
• The total number needs to be managed against the number of 

cpu processors on the Database they are hitting.
• Imports currently have no queuing, so this should also be taken 

into account for total cpu threads.

Actual System Queues:
• Notifications
• Rule
• Reports
• Grid Exports



System Queues – Reports and Grid Exports

Notes:
• Java report_scheduler.jar executer on an 

appserver processes each of these 
queues for Reports and Grid Exports.

• Any Scheduler marked “1” in the 
HandleGridExport field will pick up Grid 
Exports to process.

• Each Scheduler starts up up to it’s 
MaxRunning number of Report or Grid 
Export processes at a time as long as 
the server has MinFreeRAMMB RAM 
free.

• V_REPORT_SCHEDULER Table is for 
configuration only, Service itself still 
must be setup on an App Server

• Scheduler is set on each report in 
REPORT_FILES.REPORT_SCHEDULER_ID



System Queues – Reports and Grid Exports

Notes:
• We usually put service jars in 

/opt/services/prod
• We usually use yajsw as a wrapper for 

the java service to make stopping and 
starting as needed easier.

• There are 3 required parameters for the 
java, and one optional to name the 
Report Scheduler Name if it’s not 
Default.



System Queues - Notifications

Notes:
• Records can be inserted via Rule, or from 

the configured Notifications.
• Job NOTIFIER_<SCHEMA> periodically 

queries Audit Logs for changes 
triggering configured Notifications, and 
inserts them into this queue.

• Shows Status, Creation Date, and 
Processing Date.

• Single Threaded processing



System Queues - Rule

Notes:
• All Rule Classes that require java 

processing are queued here. (HTTP Call, 
Geocoding, Copy EFile, etc.)

• Single threaded, processes the queue 
first come first served.


